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Abstract—We present a cell cycle analysis that aims towards
improving our previous work by adding another channel and
using one more dimension. The data we use is a set of 3D
images of mouse cells captured with a spinning disk confocal
microscope. All images are available in two channels showing
the chromocenters and the fluorescently marked protein PCNA,
respectively. In the present paper, we will describe our recent
colocalization study in which we use Hessian-based blob detec-
tors in combination with radial features to measure the degree
of overlap between both channels. We show that colocalization
performed in such a way provides additional discriminative
power and allows us to distinguish between phases that we
were not able to distinguish with a single 2D channel.
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I. INTRODUCTION

The knowledge of cell cycle progress is important in
understanding various diseases, e.g. cancer [1], [2]. Getting
a better understanding of changes in the cell cycle before
and after drug treatment is important for discovering new
effective drugs. Our main motivation and long-term interest
lies in the effects of different epigenetic modifications on the
replication of specific regions of the genome [3]. To this end,
we manipulated one of these epigenetic modifications using
a drug and looked at the effects on replication timing by live
cell microscopy labeling both the regions of interest as well
as replication sites. Our immediate objective for these data is
twofold: First, we want to learn how the treatment changes
the (relative) duration of each cell cycle stage, including
the subphases of S-phase (SE/SM/SL), which are hard to
distinguish [4]. Compared with the literature on general cell
cycle analysis, trying to distinguish also the sub-phases of S-
phase with colocalization is a less explored area. Second, we
want to find out if the treatment increases the colocalization
of both signals at particular cell cycle stages.

The biological details and replication timing, however, are
out of the scope of this paper. In the following, we will
concentrate exclusively on the description of individual cell
cycle phases and colocalization, which is a necessary step
to reach our long-term goal. An automated approach to this
is preferable as test series in practice typically produce vast
amounts of data that are prohibitive to evaluate manually [5].
The paper is an extension of our earlier work [6] in that it

uses both 3D data, instead of merely 2D, and an additional
data channel.

We structured the paper as follows: Section 2 describes the
biological background and the data used in our experiments.
Section 3 shows how we segment individual cells, implement
Hessian blob detection, and compute radial features. Finally,
Section 4 presents our results, followed by a summary
concluding the paper.

II. BIOLOGICAL MOTIVATION

A replicating cell typically undergoes the following cell
cycle: After the cell divides (mitosis/ M-phase), it enters the
G1-phase. Following the G1-phase, after completing a series
of “tasks” such as cell growth, the cell starts preparing for
the next division by duplicating its DNA. This is what we
call S-phase and when we actually start seeing structures or
replication foci. S-phase progresses from early S-phase (SE)
via mid S-phase (SM) to late S-phase (SL). When the cell
has duplicated its entire DNA, it enters the G2-phase, where
it checks for different criteria so it can divide again.

We use two channels for our experiments, namely chro-
mocenters and replication structures. The chromocenters
are structures built by specific regions of DNA, the major
satellites. The left-hand column of Figure 1 shows the
chromocenters of a cell slice in SE, SM, and SL-phase,
respectively. The visual appearance of the chromocenters in
the first channel is relatively stable throughout the different
stages of the cell cycle, except for the G2-phase. At the
end of G2, chromosomes start condensing for mitosis. When
this happens (prometaphase), chromosomes can be seen as
individual entities. This automatically causes that chromo-
centers, which are usually clusters of heterochromatin of
several chromosomes, change their shape and appear as
elongated objects.

The replication structures in the second channel are foci
of fluorescently marked PCNA/ RFP-PCNA (proliferating
cell nuclear antigen), a protein involved in DNA replication
and repair. It is mainly the second channel (i.e. replication
foci/PCNA) that can give us information on a cell’s cycle
stage. While PCNA is homogeneous during G1-phase and
G2-phase, and much diluted during M-phase, it produces a
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Figure 1. Chromocenters (left column) and PCNA (right column) in SE
(top row), SM (middle row), and SL-phase (bottom row).

complex distribution of foci pattern in different stages of S-
phase [7], [8]. The right-hand column of Figure 1 shows the
PCNA of a cell slice in SE, SM, and SL-phase, respectively.
As soon as we start seeing defined structures, i.e. small foci
distributed almost all over the nucleus, we say early S-phase
has started. At this point, the nucleolar and nucleolar rim
are rather free of replication. Then, as replication structures
begin to populate these regions, mid S-phase starts. The
beginning of the replication of the chromocenters marks the
start of late S-phase, in which we can see pronounced foci
(see Figure 1).

The examples show that it is difficult to distinguish
between subphases of S-phase with only one channel. In
terms of cell cycle phase discrimination, the sub-phases
of S are the hardest to discriminate due to the difficulty
in clearly seeing the PCNA foci distribution, particularly
between SE and SM, as we have shown in our earlier work
for 2D data in [6]. In addition, these phases can often be
confused with a so-called “very late” S-phase, which starts
when the chromocenters have almost finished replicating
and there are still a few smaller foci distributed in the
nucleus. This is when the last unreplicated DNA pieces start
replicating before G2, mostly outside the chromocenters.
Another phase pair that is hard to distinguish is G1 and SE.
In this paper, we try to improve our discriminative power
for SE/SM/SL by using 3D confocal spinning disc data and
an additional channel, namely chromocenters, compared to

the single PCNA channel used in our earlier work [6]: The
chromocenter regions characteristically replicate during late
S-phase, so the degree of colocalization with the replication
structures in the second channel allows us to check for late
S-phase patterns.

III. COLOCALIZATION FOR CELL CYCLE PHASE

CLASSIFICATION

In our approach, colocalization proceeds in three steps:
First, we segment the individual cell nuclei from each
image stack. Then, we compute blob descriptors for each
segmented nucleus. Finally, we compute histograms that,
simply speaking, count the number of blobs for different
radii around a cell’s nucleus center in 3D. This reduces colo-
calization to a distance computation between histograms [9],
[10]. The following subsections describe this approach in
more detail.

A. Nuclei Segmentation Using Adaptive Thresholding

Segmentation in live cell imaging has been subject of
intensive research in recent years. Many authors use level-
set methods to cope with the various challenges that come
with bioimages, e.g. [11], [12], [13]. In our work, however,
we use a modified k-means clustering approach and adaptive
thresholding to extract individual cells. We found that this
approach works fairly well on our data, and that the clusters
represent the different intensities of cells, halos, and back-
ground quite nicely in our case. In particular, we optimize
the standard k-means expression

argmin
S

k∑

i=1

∑

xj∈Si

‖xj − μi‖2 (1)

where the xj represent the different voxel intensities and μi

stands for the mean of cluster Si. The clusters of the final
cell segmentation are given by

Sseg = {Si | S̄i ≥ γ ∗ maxi(S̄i)} (2)

with 0 ≤ γ ≤ 1, where S̄i denotes the average intensity
of all pixels belonging to cluster Si and maxi(S̄i) is the
maximum of all these averages. The idea is to make k-means
more robust against noise by considering intensity averages.
For our experiments, we set γ = 0.5. The right-hand side
of Figure 2 shows a typical segmentation of a nucleus.

B. Hessian-based Foci Detection

For detecting subcellular foci or generically blobs, which
represent either chromocenters or PCNA in our application,
we follow a method by Frangi et al. [14], [15]. They
use a multi-scale approach that analyzes the eigenvalues
of the Hessian matrix. Their method, however, tries to
detect vessels and thus employs a similarity measure that
is not suitable for blob detection. We have therefore slightly
modified their method for blob detection.
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Figure 2. Cross-section (left) and segmentation (right) of a nucleus.

A typical way to describe the local behavior of an image L
is to consider its Taylor expansion in the neighborhood of a
point xo (up to the second order):

L(xo + δxo
, s) ≈ L(xo, s) + δxT

o ∇o,s + δxT
o Ho,sδxo (3)

where ∇o,s and Ho,s are the gradient vector and Hessian
matrix of the image computed at xo for scale s. In the
framework of Frangi et al., differentiation is defined as a
convolution with derivatives of Gaussians [14]:

∂

∂x
L(x, s) = sγL(x) ∗ ∂

∂x
G(x, s) (4)

where the D-dimensional Gaussian is defined by

G(x, s) =
1

√
(2πs2)

D
e−

‖x‖2

2s2 (5)

and the parameter γ weights the response of differential
operators at multiple scales. When γ is set to unity, no scale
is preferred.

We use the following measure to detect spherical blobs

B =
|λ1|√|λ2λ3|

(6)

where λ1, λ2, λ3 are the eigenvalues of the Hessian, with
|λ1| ≤ |λ2| ≤ |λ3|. This ratio attains its maximum for a
blob-like structure and is zero whenever λ1 ≈ 0, or λ2 and
λ3 tend to vanish [14]. We analyze this “blobbiness” feature
at different scales s. The response will be maximum at a
scale that approximately matches the size of the detected
blob. The final measure is then the integrated filter response
at different scales (see [16] for more information about
spherical tensors).

C. Radial Features

To quantify the blobbiness in different regions of the
image, we compute radial features for the similarity measure
defined by Eq. 6 for each voxel of the segmented nucleus. In
particular, given the k-means cell segmentation as described
above, we compute the i-th radial feature Ri for each voxel
in the cell nucleus as follows

Ri =
∑

x,y,z

di(Bxyz, x, y, z) (7)
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Figure 3. Colocalization between chromocenters and PCNA for SE, SM,
and SL phases.

where Bxyz denotes the computed blobbiness measure for
the voxel at position (x, y, z) in the original image L, and
di(Bx,y,z, x, y, z) checks the distance to the cell boundary
based on a distance transform computed on the segmented
image. If the distance of Lxyz to the cell boundary is i, then
di(Bxyz, x, y, z) returns Bxyz; otherwise, it returns zero.

IV. EXPERIMENTAL RESULTS

We use a spinning disk confocal microscope to capture
non-fixed live mouse cells (MEF) in various cell cycle
stages. Note that the foci structure patterns in mouse cells
typically differ from the patterns observed in human cells.
With a spinning disk confocal microscope, we can achieve
both high resolutions and high-throughput data rates at the
same time. We acquired 3D stacks every 30 min for several
hours (typically between 10 and 40 hours). The stacks
have an XY resolution of 100nm and a z-step of 500nm.
Each stack contains slices with 1000x1000 pixels, where
the number of slices (z-steps) varies per experiment. From
the set of captured stacks, we cropped the regions of interest
by hand. We also cropped in z-direction to eliminate slices
without any information, thus reducing the data volume and
the computational costs. In a later step, we plan to automate
this manual segmentation step.

In our experiment, we used six shades of gray for the k-
means segmentation; i.e. k = 6, and 10 radii for the radial
features. The value of k, which we determined empirically,
has a significant impact on the segmentation quality. Our
database contains about 300 images for both channels. An
image stack can consist of up to 50 frames, with the typical
size between ten and twenty slices. The size of the slices
can vary too, but it is usually either 260×260 or 300×300.

Figure 3 shows the average colocalization between the
radial features of the first and second channel for SE/SM/SL,
where we use the Euclidean distance to compute the differ-
ence between histograms. We can see that the blob distri-
butions are becoming more similar with time progressing
from SE to SL. Figure 4 shows the radial blobbiness for
a cell in SL-phase. For each radial distance on the x-axis,
the y-axis displays the relative number of blobs having that
particular distance to the center of the cell’s nucleus, where
we binned radial distances into ten bins. The solid line in
Figure 4 shows the distribution of blobs for chromocenters,
while the dashed line shows the distribution for PCNA. We
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Figure 4. Radial features of chromocenters (solid) and PCNA (dashed)
for a cell in SL-phase.

can see a strong correlation; i.e. colocalization, between both
channels.

V. CONCLUSIONS

We have shown that a Hessian blob detector in combina-
tion with radial features can capture the subtle distribution
differences of cell cycle phases in multi-channel 3D confocal
microscopy. This allows us to discriminate more effectively
between different cell cycle phases and describe the ongoing
biological processes quantitatively. In particular, we are
now able to discriminate between SE/SM/SL phases, which
was not possible in our previous 2D approach with only
one PCNA channel. In future work, we plan to compute
improved 3D classification rates for all cell cycle phases in
our data set, including the subphases of S-phase.
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