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Abstract

The Vision Meets Drone Multiple Object Tracking

(MOT) Challenge 2019 is the second annual activity fo-

cusing on evaluating multi-object tracking algorithms on

drones, held in conjunction with the 17-th International

Conference on Computer Vision (ICCV 2019). Results of

12 submitted MOT algorithms on the collected drone-based

dataset are presented. Meanwhile, we also report the re-

sults of 6 state-of-the-art MOT algorithms, and provide a

comprehensive analysis and discussion of the results. The

results of all submissions are publicly available at the web-

site: http://www.aiskyeye.com/. The challenge

results show that MOT on drones is far from being solved.

We believe the challenge can largely boost the research and

development in MOT on drone platforms.

1. Introduction

Multiple Object Tracking (MOT) aims to determine the

identities and trajectories of multiple moving objects in a

video, thus is a crucial step in video understanding. On the

other hand, autonomous drone systems attract increasingly

research in recent years because of its more flexibility than

traditional fixed surveillance cameras.

Several previous benchmark datasets such as KITTI [20],

MOTChallenge [28] and UA-DETRAC [53, 36, 35] are pro-

posed for the MOT task. However, the challenges in those

datasets are very different from that on drones for MOT al-

gorithms, such as large viewpoint change and scales. Thus,

these algorithms are not usually optimal for dealing with

video sequences generated by drones. Some recent prelim-

inary efforts [40, 45, 22, 16] have been devoted to construct

datasets captured using a drone platform, which are still

limited in size and scenarios covered, due to the difficulties

in data collection and annotation. Thus, a larger scale drone

based benchmark [66] is proposed to further boost research

on computer vision problems with drone platform.

As discussed in [53], the overall MOT system usually

consists of object detection and multi-object tracking. It is

more reasonable to evaluate complete MOT systems with-

out common prior detection input. To this end, we orga-

nize a challenge workshop, “Vision Meets Drone Video

Multiple Object Tracking” (VisDrone-MOT2019), in con-

junction with the 17-th International Conference on Com-

puter Vision (ICCV 2019) in Seoul, Korea. Different from

VisDrone-VDT2018 [67] including MOT methods with

common prior detection input, we invite researchers to sub-

mit the results of MOT systems on the benchmark dataset.

The comparison of the submitted algorithms can be found

on the challenge website: www.aiskyeye.com/.

2. Related Work

In this section, we review some recent multi-object track-

ing methods. Since similarity learning plays important role

in the MOT task, we also review related person re-id meth-

ods, which calculates discriminative appearance features of

objects for better tracking performance.

2.1. Multi-Object Tracking

The goal of the MOT task is to determine the target tra-

jectories in sequences. Most of the previous methods are

tracking-by-detection strategy based. In [55], a new data

association method is developed based on hierarchical rela-

tion hypergraph, which formulates the MOT task as a dense

neighborhoods searching problem on the dynamically con-

structed affinity graph. In [27], the Bilinear LSTM model is

used to improve the learning of long-term appearance mod-

els of objects. Zhu et al. [65] embed single object tracking

into data association methods to deal with noisy detections

and frequent interactions between targets. Keuper et al. [26]

develops a correlation co-clustering model for combining

low-level grouping with high-level detection and tracking.

In [52], both temporal and appearance information are com-

bined in a unified framework. To exploit different degrees

of dependencies among tracklets, Wen et al. [54] propose a

new non-uniform hypergraph based MOT method. To mini-

mize the number of switches, Maksai and Fua [37] propose

an iterative scheme of building a rich training set to learn

a scoring function that is an explicit proxy for the target

tracking metric. Chu and Ling [12] develop an end-to-end

network including feature extraction, affinity estimation and

multi-dimensional assignment.

2.2. Person Re-identification

Person re-identification (ReID) aims to identify a person

of interest at other time or place, which is widely applied

in the MOT task. AlignedReID [61] extracts a global fea-

ture which is jointly learned with local features. Yang et

al. [59] propose a weighted linear coding method to learn

multi-level (e.g., pixel-level, patch-level and image-level)

descriptors from raw pixel data in an unsupervised manner.

Sun et al. [50] learn discriminative features using a network

named part-based convolutional baseline and a refined part

pooling method. Si et al. [47] learn context-aware feature

sequences and perform attentive sequence comparison si-

multaneously.

Instead of pairs of images, video-based ReID methods

focus on pairs of video sequences. Gao and Nevatina [18]

compare four different temporal modeling methods for

video-based person reID, including temporal pooling, tem-

poral attention, RNN and 3D convnets. Li et al. [29] pro-

pose a new spatiotemporal attention model that automati-

cally discovers a diverse set of distinctive body parts. Re-

cently, Chen et al. [10] aim to attend to the salient parts of



persons in videos jointly in both spatial and temporal do-

mains.

3. The VisDrone-MOT2019 Challenge

As discussed above, the VisDrone-MOT2019 Challenge

focuses multi-object tracking without prior detection input.

That is, participants are expected to submit multiple object

tracking results based on their private detections. Besides,

appearance or motion models from additional data are wel-

come.

3.1. The VisDrone-MOT2019 Dataset

The VisDrone-MOT2019 Dataset uses the same data as

in the Visdrone-VDT2018 Challenge [67]. Specifically,

it consists of 79 video clips with 33, 366 frames in total,

which is divided into three subsets, i.e., training set

(56 video clips with 24, 198 frames), validation set (7

video clips with 2, 846 frames), and testing set (16 video

clips with 6, 322 frames). Since the dataset is extremely

challenging, we focus on five selected object categories in

this challenge, i.e., pedestrian1, car, van, bus, and truck.

Some annotated example frames are shown in Figure 1.

Since we evaluate the peformance of the overall track-

ing system, we do not provide the common detection input

for the tracker and encourage the participants to use their

own detection methods. Similar to Task 4a in Visdrone-

VDT2018 [67], we use the protocol of [41] to evaluate the

performance of the submitted algorithms. Each algorithm

is required to produce a list of bounding boxes with confi-

dence scores and the corresponding identities. We sort the

tracklets (formed by the bounding box detections with the

same identity) according to the average confidence over the

bounding box detections. A tracklet is considered correct if

the intersection over union (IoU) overlap with ground truth

tracklet is larger than a threshold (i.e., 0.25, 0.50, and 0.75).

The MOT algorithm is ranked by averaging the mean aver-

age precision (mAP) per object class over different thresh-

olds. Please refer to [41] for more details.

3.2. Submitted Trackers

There are in total 12 different multi-object tracking

methods submitted to the VisDrone-MOT2019 Challenge.

We summarize the submitted algorithms in Table 1, and

present the descriptions of the algorithms in Appendix A.

Given the Faster R-CNN [44] detection input, we also

evaluate 6 baseline methods (i.e., GOG [42], IHTLS [15],

TBD [19], CMOT [5], H2T [55], and CEM [39]) using the

reasonable parameters. In addition, the MOT track winner

of VisDrone-VDT2018 Challenge Ctrack [67] is compared

in our experiment.

1If a human maintains standing pose or walking, we classify it as a

pedestrian; otherwise, it is classified as a person.

All the submitted MOT methods are tracking-by-

detection based. Morover, recent state-of-the-art detec-

tors are used to provide the detection input, such as Cas-

cade R-CNN [8], CenterNet [64], R-FCN [13], FPN [31],

RetinaNet [32] and Faster R-CNN [44]. To improve the

data association accuray, the re-id strategy is used to gen-

erate discriminative feature between detections, including

HMTT (A.4), IITD DeepSort (A.5), SCTrack (A.7), T&D-

OF (A.9), TNT DRONE (A.10) and VCLDCN (A.12). To

capture temporal coherency, single object trackers are com-

bined into the MOT algorithm, including KCF (DBAI-

Tracker (A.1)) and DaSiameseRPN (HMTT (A.4)). An-

other solution is exploit temporal features such as KLT

(GGDTRACK (A.3)), optical flow (Flow-Tracker (A.2),

T&D-OF (A.9)), motion patterns (TrackKITSY (A.11)) and

LSTM (SGAN (A.8)). OS-MOT (A.6) is a non-deep learn-

ing based method including three main modules: feature

extraction [14], data association [6], and model update.

4. Results and Analysis

The results of the submissions are presented in Table

2. DBAI-Tracker (A.1), TrackKITSY (A.11) and Flow-

Tracker (A.2) achieve the top 3 AP score among all submis-

sions, respectively. All of them are based on the detections

from Cascade R-CNN [8]. To adapt to the VisDrone data

with many small objects, they exploit not only robust ap-

pearance representation of the object, but also temporal co-

herency information by single object trackers or other low-

level motion patterns.

Compared to the MOT-track winner of VisDrone-

VDT2018 Challenge Ctrack [67], the top 6 submitted al-

gorithms in this year achieve much higher accuracy. The

baseline methods using the Faster R-CNN detections as in-

put do not perform well. The best result is produced by

CMOT with 14.22 AP score.

DBAI-Tracker (A.1) achieves top accuracy while main-

taining good efficiency, i.e., running 20 ∼ 50 fps with Tesla

V100 GPU. In addition, GGDTRACK (A.3) achieves good

performance while maintaining reasonable efficiency with-

out GPU cards, i.e., 25 fps.

4.1. Performance Analysis by Categories

We also report the accuracy of the trackers in different

object categories, including APcar, APbus, APtrk, APped and

APvan. DBAI-Tracker (A.1) performs the best in all cate-

gories expect pedestrian. Moreover, it achieves much better

AP score in categories with a small amount of training data,

e.g., bus and truck. We speculate that the improved Cascade

R-CNN [8] are effective in such case. TrackKITSY (A.11)

achieves the top APped score, demonstrating the effective-

ness of the extracted motion patterns for tracking small ob-

jects. It also ranks the second place in the car, truck and van

categories. Flow-Tracker (A.2) ranks the third place in the



Figure 1. Some annotated example frames of MOT. The bounding boxes and the corresponding attributes of objects are shown for each
sequence.

Table 1. The descriptions of the submitted MOT algorithms in the VisDrone-MOT2019 Challenge. GPUs and CPUs for training, imple-
mentation details (P for python and M for Matlab), framework, pre-trained datasets (A indicates Market1501 [62], C indicates COCO [33],
M indicates MOT [38], O indicates OTB [58], U indicates CUHK [30], and× indicates that the methods do not use the pre-trained datasets)
and the running speed (in FPS) are reported.

Method GPU CPU Code Framework Pre-trained Speed
DBAI-Tracker (A.1) Tesla V100 Intel Xeon Platinum 8160 P Cascade R-CNN [8]+GOG [42] C 20 � 50
Flow-Tracker (A.2) GTX 1080Ti Intel Xeon E5-1650v4@3.60GHz× 12 P Cascade R-CNN [8]+IoU Tracker [7] C 5
GGDTRACK (A.3) × Intel Xeon E5-2650v3@2.30GHz(64GB)P Faster R-CNN [44]+DNF [46] × 25

HMTT (A.4) GTX TITAN X Intel i7-4790K@4.00GHz P CenterNet [64]+IOU tracker [7] C,O 0.4
IITD DeepSort (A.5) Tesla K80 Intel Xeon @1.70GHz× 16 P RetinaNet [32]+DeepSORT [57] C 0.3

OS-MOT (A.6) GTX980 Intel i7-6700K@4.00GHz× 8(16GB) M auction assign [6] × 5
SCTrack (A.7) × Intel i7-4720@2.60GHz M Faster R-CNN [44]+SCTrack [2, 1] × 1.4
SGAN (A.8) Titan X Pascal Intel i7-6700@3.40GHz P Social-LSTM [3] × 1.5

T&D-OF (A.9) TITAN X MAXWELL Intel i7-7700(48GB) P R-FCN [13]+MOTDT [11] A,M,U 0.3
TNT DRONE (A.10)Quadro GV100/Titan Xp× 2 Intel i7-7700K@4.20GHz P,M Faster R-CNN [43] +TrackletNet [52, 60] M 3.2
TrackKITSY (A.11) NVS5200M Intel i7-6700@3.40GHz (16GB) C++ Cascade R-CNN [8]+TrackCG [51] × 10

VCLDAN (A.12) GTX 1080Ti Intel Xeon E5-2640@2.40GHz P DAN [49] × 6.3

car, truck and van categories, which uses FlowNet [48] as
a tracker to predict the locations of the unmatched tracks in
several frames. Similarly, HMTT (A.4) ranks the second
place in the bus and third place in pedestrian categories,
which uses the state-of-the-art single object tracker DaSi-
ameseRPN [68] to “ll the gaps when matching IOU mech-
anism does not work.

4.2. Discussion

It is challenging to perform multi-object tracking on
drones. The results of current submissions are far away
from the requirements of practical applications. We can ex-
plore some effective techniques to follow:

€ Appearance representation. According to the sub-

mitted MOT methods, the ReID models are useful
in associating detections by exploiting discriminative
features,e.g., HMTT (A.4), IITD DeepSort (A.5), SC-
Track (A.7), T&D-OF (A.9), TNTDRONE (A.10)
and VCLDCN (A.12). The ReID models used in those
algorithms are trained of”ine using external data such
as Market1501 [62] and CUHK [30].

€ Motion representation. Since the object motion pat-
tern is complex within cameras on drones, it is impor-
tant to construct robust motion model for object asso-
ciation, e.g., KLT (GGDTRACK (A.3)), optical ”ow
(Flow-Tracker (A.2), and LSTM (SGAN (A.8)).














