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Abstract—Segmenting curvilinear structures in retinal images
is important in early diagnosing of some diseases and monitoring
their progress. In this work, we proposed an automatic segmenta-
tion method to extract vascular network in CHASE data set. We
utilized deep learning framework to build our layers that accept
image patches as input and produce the segmented image as
output. Our work characterized by its robust detection for the
vascular tree in spite of challenged conditions in these images
such as illumination and contrast variations, tiny and close
vessels, crossing area and optic disk thick boundary. We achieved
the highest sensitivity among all the state of the art methods in
the literature with comparable specificity and better results in
terms of accuracy. Our experimental results outperformed the
best algorithm in sensitivity by 5%, as well as, we achieved
an accuracy equal to 0.9630. In addition, we obtained better
performance in terms of all evaluation methods after applying
simple morphological operations to our final segmentation results.

Index Terms—Deep learning, vessel segmentation, fundoscopy
images, patches, convolution neural network.

I. INTRODUCTION

Segmenting curvilinear structures in fundus images is cru-

cial in detecting particular diseases such as diabetic and

glaucoma. Early detection discovered by some measurements

to the segmented regions can minimize the risk of those

diseases. The quantitative measurements for the vascular tree

such as tortuosity, curvature, length, diameter and more others

can reflect rich information about the existence of the disease

in addition to its progress. To get these statistics and to

achieve true reasoning, we need an accurate segmentation.

Manual segmentation is tedious and opinions may vary among

physiologists that push researchers to develop automatic algo-

rithms to detect the vessels and other parts in retinal images.

Working with those images is challenging since most of them

suffer from illumination variations, tiny vessels, poor contrast

in some regions, close vessels that can merge during the

segmentation, crossing regions in addition to strong reflux in

the central of some vessels.

There have been many automatic algorithms and programs

for detection, localization and obtaining quantitative mea-

surements. Those algorithms can be categorized as either

supervised or unsupervised. Supervised algorithms such as

[13]–[19] try to find a mapping function between the input and

the target through training a model using labeled data. This

Fig. 1. Visualization of our deep learning CNN configuration employed here
for fundoscopy images CHASE data set.

approach usually needs large number of annotated data which

is always a problem in biomedical images. Unsupervised

algorithms such as [20], [21] try to find the relation or the

structure in data distribution such as the clustering algorithms,

filters, morphological operations, active contour and tracking

based approaches. Those approaches can work very well in

some regions, however, it may fail with irregular structures

and strong illumination change. It is difficult to generalize a

filter or a morphological approach that can deal with all the

challenging and complication in the whole data.

In this work, we utilized the power of convolution neural

network (CNN) to segment and extract the vascular tree from

the background. In terms of biomedical application, deep

learning work is limited because of the small number of

annotated data that usually convolutional neural network need

millions of them to train, however there is always some good

papers such as [22]–[25] in the literature that can overcome

these difficulties. In our work, we used patch based approach

that learn the model how to identify precisely different patches.

We chose to test our data with the CHASE data set [26], see

section II-B for more details. There have not been as much

as researchers that work with these images. The images in the

data set vary between each other making the training in case

of supervised method difficult. In addition, generalizing an

ideal and general solution like many unsupervised algorithms

is hard. For those reasons, those methods suffer from mis

predictions in some regions that have different conditions.
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The most recent papers that test the CHASE data set in

their experimental work are: Zhang et al. [1] design a new

unsupervised system that depends upon vessel enhancement

filter in a locally adaptive derivative (LAD) frame, they fit

exponential curves to fit the structures. After this enhancement,

a proper threshold will be used to segment the images.

Roychowdhury et al. [2] proposed an approach that consists

of different stages, it begins with tophat reconstruction for the

green channel, global thresholding to get an initial estimation

for the vascular network, then an iterative process that depends

on adaptive thresholding to generate new pixels to be classified

as vessels until some condition met. Azzopardi et al. [3]

build up a system that uses different of Gaussian filters to

produce several responses that can be later combined through

computing their weighted geometric mean. Fraz et al. has two

papers [4] [7] that developed a supervised algorithm which

uses an ensemble of decision trees with vessel specific set of

features. We utilized deep learning frame work to segment the

CHASE data set [26] since it achieves the state of the art

results in most the applications.

Our paper is organized as fellows: Section II begins with a

brief description about convolutional neural network followed

by two sub-sections, The first sub-section II-A describes our

CNN architecture with parameter setup and sub-section II-B

contains a description about the CHASE data set. Section

III has three sub-sections, the first one III-A provides the

details for training and testing, the second III-B describes

the evaluation methods and finally sub-section III-C contains

the experimental result and discussion. The last section IV

provides the conclusion and future work.

II. DEEP CONVOLUTIONAL NEURAL NETWORK(CNN)

FOR FUNDOSCOPY IMAGES

Recently, convolutional neural network proved its efficiency

in providing the state of the art results in both classification

and segmentation. Through the last 20 years, most of the

researchers tried to find the suitable features that characterize

the data set through measuring feature importance, however

its time consuming since it is hard to find the exact features

that fit the data. CNN easily provides those features through

convolving a set of random filters with the images and the

resultant feature maps. Usually filters begin with large size and

start to decrease in size subsequently. The filters overlapped

with the pixels directly to find responses through a dot product

operation. The new responses in the first layers are able to

recognize lines, corners, and blobs. Those responses called the

activation or feature maps. In the last layer, the filters will be

efficiently able to recognize the whole object. To control the

over-fitting and to produce smaller activation maps, pooling

has been used in which either max, min, or average from a

patch is taken. To enhance the training process, ReLU is used

which is basically convert the negative responses to zeros.

A. Our CNN model architecture with parameters setup

In our work, we utilized deep CNN for the purpose of

vessel segmentation for retinal images in CHASE data set. Our

TABLE I
DESCRIPTION AND THE DETAILS OF THE PROPOSED CONVOLUTIONAL

NEURAL NETWORK (SEE FIGURE 1 FOR VISUALIZATIONS OF LAYERS ON

FUNDUS IMAGES).

Layer Type Input Filter size Output Padding
Conv 32*32*1 5*5*1*20 28*28*20 0
Conv 28*28*20 5*5*20*20 28*28*20 2
Relu
Conv 28*28*20 5*5*20*30 28*28*30 2
Conv 28*28*30 5*5*30*30 28*28*30 2
Relu
Pooling 28*28*30 [2 2] 14*14*30 0
Conv 14*14*30 3*3*30*40 14*14*40 1
Conv 14*14*40 3*3*40*60 12*12*60 0
Relu
Pooling 12*12*60 [2 2] 6*6*60 0
Conv 6*6*60 3*3*60*80 4*4*80 0
Relu
Fully connected 4*4*80 4*4*80*100 1*1*100 0
Fully connected 1*1*100 1*1*100*2 1*1*2 0
Softmaxloss F or B

adapted CNN accepts 32×32 patches and outputs two classes

for vascular network as foreground, and other regions as

background. This network has been built on top of the existing

MatConvNet toolbox. Our model consists of 7 convolutional

layers, 4 Relu’s, two pooling layers and 2 fully connected

layers in addition to the softmax to give the final decision as

either foreground patch or background. Table I can describe in

details the layers with filter size, input and output. See figure

1 for better visualization for the CNN model. In our work,

the goal is to learn the filters how to recognize a vessel patch.

There are some parameters that need to be set up such as the

learning rate, weight-decay and momentum which is equal to

0.001, 0.0005, and 0.9 respectively. Learning rate control the

updating process in each step whereas weight-decay make the

weights exponentially decay to zero. Momentum is used to

add fractions of the old weight to the current one. Usually

when momentum is large, the learning rate should be small to

avoid taking large steps towards local minimum.

B. CHASE data set

We test our model with the CHASE data set that has been

recently published [26]. CHASE stands for Child Heart and

Health Studies in England. In this data set, there are 28

images for 14 subjects since each subject has two images. The

publications related to it are very limited since the images

corresponding to this data set are very challenging due to

the illumination and contrast variations that usually contain

tiny vessels, central reflux, sharp corners, hemorrhages and

exudates that mostly lead to false positive in addition to the

optic disk and fovea that cause false prediction to the vessel

tree.

III. VESSEL SEGMENTATION WITH OUR CNN MODEL

A. Training and testing with CHASE data set

In this work, we trained our model using patches from

the second layer of the images since it contains most of

the information in terms of structure and lightness required
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in the training. Furthermore, using one layer accelerate the

training phase. We used four fold cross validation; in each

experiment, we trained 21 images and test the remaining 7

images. After four experiments, the validation results from all

the experiments are averaged to produce the final performance.

In each experiment 1282431 patches from the 21 images

are used for training. The patches have been gathered in a

way that take all the foreground pixels with approximately

equal number for background patches to avoid biasing to

certain class in the testing phase. In testing, overlapped patches

have been tested using the trained model to construct the

final result.The softmax layer is responsible to discriminate

between positive (FG) and negative (BG) patches. We used

20 epochs for the training which was enough to produce our

robust segmentation. Our goal is to learn the filters how to

recognize the vessel patch. The vessel should pass in the

middle of the patch to be determined as part of the foreground

otherwise it will be a background. Our approach doesn’t need

any augmentation because patches from 21 images can axceed

20 million since each image has resolution of 999*960 pixels

, however, we reduce this number to decrease the background

patches in addition to have faster training process.

B. Evaluation methods

We evaluated our results here using the standard metrics

that have been used for evaluation in other papers such as the

Sensitivity, Specificity and Accuracy.

Sensitivity(TP, FN) =
TP

TP + FN
,

Specificity(TN,FP ) =
TN

TN + FP
,

Accuracy(TP, TN) =
TP + TN

TP + FP + FN + TN

where TP stands for true positive, TN for true negative, FP

for false positive and FN for false negative.

C. Experimental Results and Discussion

Table II shows the evaluation for the state of the art methods

in terms of sensitivity, specificity and accuracy. The bold

line represents the best values compared to other results in

the literature. We can notify that all the methods have low

values in sensitivity which means that their work can not well

recognize the foreground vessels. The highest sensitivity is

0.7626 with Zhang et al. method [1]. Our results outperform

the best method by 5%. We didn’t include a comparison in

terms of DICE metric since most the papers didn’t provide it,

however, it is an important metric to evaluate the quality of

segmentation since it considers the overlapping between the

segmented mask and ground truth. We achieved dice value

equal to 0.717.

Figure 2 shows some challenged cases for some areas in

retinal images. Sample image in the top left shows the response

in places for vessels having central reflux with crossing each

Fig. 2. Sample images in retinal images with corresponding segmented mask
using our proposed CNN in some challenged areas.

other. Sample image in the top right shows the response for a

micro-vessel in a high contrast background. The last sample

in the bottom shows a very hard case in the central of optic

disk. Our response doesn’t have false positive response in the

optic disk boundary in spite of the sharp change in color

and illumination, in addition, most the vascular network is

well extracted. when we applied morphological operations

such as noise filtering and morphological opening, we found

there is a trade off between sensitivity and specificity with

keeping similar accuracy. When we removed some small noise

particles, the specificity has been improved by 1% and the

sensitivity has been decreased by 2% since we miss some

micro-vessels. While when we applied morphological opening

in addition to noise filtering, the sensitivity decreased by an-

other 2% whereas the specificity increased to be 0.9827 which

is better than the highest value reported by Roychowdhury et

al. [8]. The accuracy in all the cases is better than the best

evaluation in the literature reported by Li et al. [6]. Last row

in the table shows better results than all the algorithms in the

literature in terms of all evaluation methods. Morphological

operations have been implemented in Matlab. Noise filtering

removes the small particles that have area less than 100 pixels,

and morphological opening used disk structural element with

radius less than 3 pixels.

In figure 3, sample image (d) describes the effect of noise

filtering. In the same figure, sample image (e) describes

the effect of morphological opening that separates touching

vessels increasing the specificity and accuracy because less

background pixels are missing (vessel boundaries are more

accurate). However the sensitivity has been decreased because

of missing some small touching vessels. See the area inside the

blue rectangular in figure (d) that has been missed in figure (e)

led to increase the specificity whereas missing the area inside

the red rectangular led to decrease the sensitivity. Figure 4

shows several examples for our deep learning segmentation

results.
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TABLE II
COMPARISON RESULTS OF ALL THE EXISTING ALGORITHMS THAT HAVE BEEN APPLIED TO THE CHASE DATA SET WITH OUR DEEP LEARNING

NETWORK, OUR SEGMENTATION PRODUCE BETTER RESULTS IN SENSITIVITY AND ACCURACY. OUR RESULTS BECOME BOLD IF IT IS HIGHEST THAN ALL

THE STATE OF THE ART METHODS. OUR SPECIFICITY BECOME BETTER (BOLD) IN THE LAST RAW WHEN WE APPLIED SIMPLE MORPHOLOGICAL

OPERATIONS SUCH AS NOISE FILTERING AND MORPHOLOGICAL OPENING

Method Year Sensitivity Specificity Accuracy
Zhang(LID-OS) [1] 2016 0.7562 0.9675 0.9457
Zhang(LAD-OS) [1] 2016 0.7626 0.9661 0.9452
Orlando [5] 2016 0.7277 0.9712 NA
Li [6] 2016 0.7507 0.9793 0.9581
Roychowdhury [2] 2015 0.7615 0.9575 0.9467
Azzopardi [3] 2015 0.7585 0.9587 0.9387
Fraz [7] 2014 0.7259 0.9770 0.9524
Roychowdhury [8] 2014 0.7201 0.9824 0.9530
Tapabrata [9] 2014 0.5286 0.9594 0.9298
Fraz [4] 2012 0.7224 0.9711 0.9469
Chanwimaluang and Fan [11] 2003 0.5084 0.9438 0.9133
Frangi et al [12] + Chaudhuri et al [10] 1998+1989 0.5006 0.9405 0.9042
Ours 0.8194 0.9739 0.9630
Ours (Noise filtering) 0.7952 0.9809 0.9678
Ours (Noise filtering + morphological opening) 0.7749 0.9827 0.9680

Fig. 3. Sample image describing the trade off between sensitivity and
specificity after applying noise filtering and morphological opening

IV. CONCLUSION AND FUTURE WORK

In this paper, we considered image segmentation with con-

volution neural network (CNN) for the challenging fundoscopy

imagery in CHASE data set. Our proposed network depends

upon patches that have been taken from the green channel to

extract vessel network for training. The training used equal

number of positive and negative cases. The segmented mask

has been composed of overlapped patches that have been

decided through the softmax layer in the proposed network to

be either foreground or background. Our work produced strong

detection for the vascular tree. Our sensitivity outperforms

all the methods in the literature in addition to better results

in accuracy. As well as, after applying simple morphological

operations such as noise filtering and morphological opening,

our performance in terms of three evaluation methods became

better than all the algorithms in the literature. Our future work

will consider analyzing two more standard data sets DRIVE

and STARE.
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